Matrix Algebra Formulae

Unit matrices

The unit matrix I of order 7 is a square matrix with all diagonal elements equal to one and all off-diagonal elements
Zero, i.e., (I);j = 5,;-. If A is a square matrix of order n, then Al=[A=A. Also [ =71,
I is sometimes written as I,, if the order needs to be stated explicitly.

Products

If Aisa (# = 1) matrix and Bis a (I » m) then the product AB is defined by
!
(AB)ij =Y AiBy
k=1
In general AB # BA.
Transpose matrices
If A is a matrix, then transpose matrix AT is such that (AT);}‘ = (A)ji.

Inverse matrices

If A is a square matrix with non-zero determinant, then its inverse A lissuchthat AA 1= A1A=1.

(A 71)!“ _ transpose of cofactor of Ajj
! |A]

where the cofactor of Aj;is (1 )i*7 times the determinant of the matrix A with the j-th row and i-th column deleted.

Determinants

If A is a square matrix then the determinant of A, |A| (= det A) is defined by
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where the number of the suffixes is equal to the order of the matrix.

2 x 2 matrices

IfA= (ﬂ b) then,
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Product rules
(AB...N)T=NT.. BTAT
(AB..N)y"'=N"T... 77477 (if individual inverses exist)

|AB...N|=|A||B|...|N| (if individual matrices are square)

Orthogonal matrices

An orthogonal matrix Q is a square matrix whose columns g; form a set of orthonormal vectors. For any orthogonal
matrix Q,

Q1'=0", |0 =4+1, QTisalsoorthogonal.




Solving sets of linear simultaneous equations

If A is square then Ax = b has a unique solution x = A~1pif A1 exists, ie., if |[A| # 0.
If A is square then Ax = 0 has a non-trivial solution if and only if |A| = 0.

An over-constrained set of equations Ax = b is one in which A has m rows and n columns, where m (the number
of equations) is greater than 1 (the number of variables). The best solution x (in the sense that it minimizes the

error |Ax — b|) is the solution of the n equations ATAx = ATb. If the columns of A are orthonormal vectors then
=A"b.

Hermitian matrices

The Hermitian conjugate of A is Al = (A*)T, where A* is a matrix each of whose components is the complex

conjugate of the corresponding components of A. If A = AT then A is called a Hermitian matrix.

Eigenvalues and eigenvectors

The n eigenvalues A; and eigenvectors u; of an n x n matnx A are the solutions of the equation Au = Au. The
eigenvalues are the zeros of the polynomial of degree 1, P, (A) = |A — AI|. If A is Hermitian then the eigenvalues
A; are real and the eigenvectors u; are mutually orthogonal. \A AI| = 0 is called the characteristic equation of the
matrix A.

TrA = 2)\5, also |A| = HR\,;

If S is a symmetric matrix, A is the diagonal matrix whose diagonal elements are the eigenvalues of S, and U is the
matrix whose columns are the normalized eigenvectors of A, then

ursu=n and S =uaAur.

If x is an approximation to an eigenvector of A then xTAx/(x"x) (Rayleigh’s quotient) is an approximation to the
corresponding eigenvalue.

Commutators
[A,B] =AB-BA
[A,B]  =-[B,A]
[, BT =[BT, ATl
[A+B,C]=[A,C]+[B,C]
[AB,C] =A[B,C]+[A,C]B
[4,[B,C]] + [B,[C, A]] + [C.[A, B]] =

Hermitian algebra

bl = (b1,05,...)

Matrix form Operator form Bra-ket form
Hermiticity b A c=(A-b)-c [m*% = [(ow)*:p (|0
Eigenvalues, A real Auj = Aiyu; O = Ay Oliy = Ai i)

Orthogonality ui-up=0 /UJFUJ;' =0 {iljy=0 (i#7)




Completeness b= Zh‘; (u; - b) ¢ = Z i (/ 11);‘4)) = Z i) (i|d)
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Pauli spin matrices

[0 1 CTo i 10
=01 0l YT i oot FT o 41

O_IO_‘LF — io_:', O_yo_:' = io_x, 0_:' O_X = iﬂ_\u, O_IO_X = 0_‘[;0_‘['; = 0_:'0_:' = I




